
ADMET Evaluation in Drug Discovery. 18. Reliable Prediction of
Chemical-Induced Urinary Tract Toxicity by Boosting Machine
Learning Approaches
Tailong Lei,† Huiyong Sun,† Yu Kang,† Feng Zhu,† Hui Liu,† Wenfang Zhou,† Zhe Wang,† Dan Li,†

Youyong Li,§ and Tingjun Hou*,†,‡

†College of Pharmaceutical Sciences, Zhejiang University, Hangzhou, Zhejiang 310058, P. R. China
‡State Key Lab of CAD&CG, Zhejiang University, Hangzhou, Zhejiang 310058, P. R. China
§Institute of Functional Nano and Soft Materials (FUNSOM), Soochow University, Suzhou, Jiangsu 215123, P. R. China

*S Supporting Information

ABSTRACT: Xenobiotic chemicals and their metabolites are
mainly excreted out of our bodies by the urinary tract through
the urine. Chemical-induced urinary tract toxicity is one of the
main reasons that cause failure during drug development, and
it is a common adverse event for medications, natural supple-
ments, and environmental chemicals. Despite its importance,
there are only a few in silico models for assessing urinary tract
toxicity for a large number of compounds with diverse chem-
ical structures. Here, we developed a series of qualitative and
quantitative structure−activity relationship (QSAR) models
for predicting urinary tract toxicity. In our study, the recursive
feature elimination method incorporated with random forests (RFE-RF) was used for dimension reduction, and then eight
machine learning approaches were used for QSAR modeling, i.e., relevance vector machine (RVM), support vector machine
(SVM), regularized random forest (RRF), C5.0 trees, eXtreme gradient boosting (XGBoost), AdaBoost.M1, SVM boosting
(SVMBoost), and RVM boosting (RVMBoost). For building classification models, the synthetic minority oversampling
technique was used to handle the imbalance data set problem. Among all the machine learning approaches, SVMBoost based on
the RBF kernel achieves both the best quantitative (qext

2 = 0.845) and qualitative predictions for the test set (MCC of 0.787, AUC
of 0.893, sensitivity of 89.6%, specificity of 94.1%, and global accuracy of 90.8%). The application domains were then analyzed,
and all of the tested chemicals fall within the application domain coverage. We also examined the structure features of the
chemicals with large prediction errors. In brief, both the regression and classification models developed by the SVMBoost
approach have reliable prediction capability for assessing chemical-induced urinary tract toxicity.

KEYWORDS: quantitative structure−activity relationship, urinary tract toxicity, nephrotoxicity, imbalanced classification, boosting,
support vector machine, ensembles, machine learning

■ INTRODUCTIONS

Preclinical and clinical safety issue is the prominent cause of
drug development failures,1−3 and in the earlier phase of the
drug development, more safety-related attritions occurred.2

Urinary tract toxicity, especially nephrotoxicity, plays a main
role in safety-related failures at all phases of drug develop-
ment,4−6 and it is common after medications due to the metab-
olism and excretion functions of the urinary system. The
primary symptom of urinary tract toxicity is the impairment of
the normal functions of the urinary system. The major targets
of urinary tract toxicants are glomerulus, proximal tubule, and
renal interstitium, and the main mechanisms involved in urinary
tract toxicity include oxidative stress and immune-mediated
reactions.7,8 The clinical manifestations vary from a mild reduc-
tion in renal function to even severe acute renal failure.7

In addition, some drugs can disturb renal perfusion and induce

changes of filtration capacity.7,9 Drugs that can cause urinary
tract toxicity include antibiotics, antiretroviral agents, antihyper-
tensive agents, anticoagulants, thrombolytic agents, chemother-
apeutic agents, radiocontrast agents, immunosuppressive agents,
diuretics, nonsteroidal anti-inflammatory drugs, designer drugs,
etc.7,10,11 Besides, traditional natural drugs and supplements are
also a large source of urinary tract toxic substances.12 Aristolochia
and aconite are two famous examples.
Although its high incidence,13 the detection of urinary tract

toxicity is often delayed until an overt change in renal function
occurs.7 Usually when we detect urinary tract toxicity definitively,
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patients have been extremely sick. Thus, identification of the
biomarkers for early injuries has attracted great attention,14,15

but most of the reported biomarkers do not show reliable
predictions.16 For this reason, serum blood urea nitrogen and
creatinine are still the only two recognized biomarker used in
preclinical and clinical examinations, although they are difficult
to detect acute or subtle injuries.
In recent years, urinary tract toxicity of environmental

chemicals has been concerned.17 They are exposed to people in
a limited dose during everyday life and may cause chronic
poisoning. Many notorious contaminants, such as phthalates,
dioxins, furans, bisphenol A, polycyclic aromatic hydrocarbon,
polychlorinated biphenyl, and perfluoroalkyl acid, are urinary
tract toxic substances.17 Although environmental chemicals
have very different administration routes, they bear similar
mechanisms to drugs with urinary tract toxicity. Unfortunately,
there are yet no effective biomarkers to detect the early urinary
tract toxicity caused by environmental chemicals promptly.17

Due to the severe limitations of experimental determination
of urinary tract toxicity, the development of in silico models as
alternative approaches to reliable assessment of drug candidates
or environmental chemicals without animal testing is quite
demanding. Compared with other toxicological end points,
there are only a few QSAR models for urinary tract toxicity
prediction. The variety and complexity of the symptoms and
mechanisms of urinary tract toxicity bring more difficulty to
model development.18 Furthermore, it is difficult to obtain large
high-quality data sets of urinary tract toxicity. All the reported
models related to urinary tract toxicity are summarized in
Table 1.19−30 Among them, only five models were established
based on theoretical descriptors, while the others based on
biomarker descriptors. All the models established based on
theoretical descriptors used the data sets of drugs in various
development phases, most of which were collected from com-
mercial databases. However, these data sets are hard to be
verified and rectified because of the idiosyncratic reactions in
human. The idiosyncratic urinary tract toxicity, which is caused
by immune-mediated reactions related to individual constitu-
tion differences,8 is not dose-related, and it might be not
suitable for modeling. Therefore, in our study we used the
dose-related data set of mouse intraperitoneal urinary tract
toxicity in order to avoid the noise brought by idiosyncratic
data.
In our study, the mouse intraperitoneal urinary tract toxicity

data set of 258 chemicals from a public database was finally
used for modeling. After data collation and dimension reduc-
tion, eight machine learning approaches were used to develop
the regression and classification models for assessing urinary
tract toxicity in mouse. These machine learning approaches
include relevance vector machine (RVM), support vector mach-
ine (SVM), regularized random forest (RRF), C5.0 trees,
eXtreme gradient boosting (XGBoost), AdaBoost.M1, SVM
boosting (SVMBoost), and RVM boosting (RVMBoost). The
model performance was validated by the internal and external
validations. Moreover, the structural features and important
fragments of the chemicals with large prediction errors were
analyzed.

■ METHODS AND MATERIALS
Data Preparation and Preprocessing. In our study, the

mouse intraperitoneal urinary tract toxicity data of 279 com-
pounds were collected from the ChemIDplus public database,31

where the effect option was defined as “KIDNEY, URETER,

AND BLADDER”. All the toxicity data were expressed as LD50
values, which is the dose killing half of total treated animals.
The data quality was carefully verified. We checked whether
the downloaded entries are the same as the online entries and
whether the SMILES in the entries are the same as the
literatures they cited, and the chemical structures with wrong
stereoisomers identified by manual verification were corrected.
Then, inorganic chemicals, polymers, and mixtures were deleted
with the sdwash and sdfilter functions in the molecular operat-
ing environment (MOE) 2009 molecular simulation package.32

The final data set includes 258 organic compounds with their
toxicity data.
The SMILES representations of the total 258 compounds in

the final data set were converted to 3-D structures and prepared
by using the Prepare Ligands module in the Discovery Studio
2.5 (DS2.5) molecular simulation package.33 And then they
were optimized by the Energy Minimize module based on the
MMFF94x force field and the default settings in MOE 2009.32

Then, the total 334 descriptors available in MOE 200932 were
calculated, and they characterize the physicochemical, struc-
tural and drug-like properties of the studied molecules. The
descriptors that have all zero values or zero variance were
removed. Then, the correlations across all pairs of descriptors
were calculated, and the descriptors with the correlation (r) to
any descriptor higher than the specified threshold (0.90) were
regarded to be redundant. Either descriptor in each redundant
pair was removed. Finally, 181 retained descriptors were cen-
tralized and scaled for the next step.
For model development and validation, the whole final data

set was randomly split into a training set with 193 compounds
(74.8%) and an external test set with 65 compounds (25.2%)
for regression and classification modeling, respectively. For
regression model development, the toxicity data were trans-
formed into the negative logarithm form as −log[mg/kg] (or
pLD50). For classification model development, according to
the regulation of U.S. Environmental Protection Agency,34 the
compounds were categorized into two classes: urinary tract
toxicants (LD50 ≤ 500 mg/kg) and urinary tract nontoxicants
(LD50 > 500 mg/kg). The modeling workflow is illustrated in
Figure 1.

Dimension Reduction. Dimension reduction is necessary
to select the appropriate feature subset from high-dimensional
data for model building. The aim of dimension reduction is to
remove redundant or irrelevant features without sacrificing too
much information.
In our study, the Cramer’s V coefficients derived from the

chi-squared test was used as importance indices to prefilter 120
descriptors. Then the recursive feature elimination (RFE)
method incorporated with random forests (RF) was applied to
select an optimal descriptor subset for quantitative and qualita-
tive modeling of urinary tract toxicity, respectively. RFE is a
frequently used wrapper method that has high capability to
search informative features. This algorithm needs to calculate
and update the importance ranks and eliminate the least
important feature. It was first proposed by Guyon et al. with
SVM as its subfunction,35 and then RF was used afterward.36,37

Herein it is implemented as follows: (1) train a 10-fold cross
validated RF model; (2) compute the permutated feature
importance; (3) retain the most important variables; (4) repeat
steps 1 to 3 until reaching the best performance. Finally, the
subset of descriptors that gives the best prediction performance
is selected.
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QSAR Modeling by Machine Learning Approaches.
Various machine learning approaches have been applied to
QSAR modeling and ADME/T predictions, and the perform-
ances of different machine learning approaches on the predic-
tion of urinary tract toxicity should be explored in order to
develop reliable quantitative and qualitative models.38 In our
study, eight machine learning approaches − RVM, SVM, RRF,
C5.0, XGBoost, AdaBoost.M1, SVMBoost and RVMBoost−were

employed for model building. The optimal parameters were
determined by the self-adaptive differential evolution optimiza-
tion method,39 which is implemented by the DEoptimR package
in R (version 3.2.5 ×64).
When developing the classification models, the synthetic minor-

ity oversampling technique (SMOTE)40 was used to handle the
obvious class imbalance in the training set, where the non-
toxic chemicals are minority. The technique herein synthesized

Table 2. Optimal Hyperparameters Determined by the Self-Adaptive Differential Evolution Optimization Method for Different
Machine Learning Approaches

models optimal hyperparameters

regression rbfRVM The kernel width σ = 0.010693699.
lpRVM The kernel width σ = 0.092687008.
rbfSVM The kernel width σ = 0.029557736, the penalty parameter C = 29.88530174, and ε in the loss function = 0.172233249.
lpSVM The kernel width σ = 0.132737538, the penalty parameter C = 3.400185995, and ε in the loss function = 0.020162324.
RRF The number of predictors at each split = 34, the number of trees = 455, regularization value = 0.698064506, importance coefficien

t = 0.777393866.
XGBoost The max number of boosting iterations = 90, maximum tree depth = 10, step size shrinkage = 0.2341923, minimum loss reductio

n = 0.3402731, subsample ratio of columns = 0.3144332, minimum sum of instance weight = 0.9968423.
rbfSVMBoost The kernel width σ = 0.022323451, the penalty parameter C = 30, ε in the loss function = 0.17, the number of learners = 8,

learning rate = 0.062452257.
lpSVMBoost The kernel width σ = 36.23156771, the penalty parameter C = 4.555863298, ε in the loss function = 0.00001, the number of

learners = 3, learning rate = 0.645761914.
rbfRVMBoost The kernel width σ = 0.027005144, the maximum number of iterations = 144, the number of learners = 100, learning rat

e = 0.469168167.
classification AdaBoost.M1 The number of trees = 48, maximum tree depth = 11, coefficient type = “Freund”.

C5.0 Boosting iterations = 11, model type = “tree”, winnow = FALSE.
rbfSVM The kernel width σ = 0.012, the penalty parameter C = 21.28, and ε in the loss function = 0.174.
lpSVM The kernel width σ = 0.136421758, the penalty parameter C = 6.869650869, and ε in the loss function = 0.186770399.
rbfRVM The kernel width σ = 0.010749923, the maximum number of iterations before termination = 127, the maximum number of

iterations before termination of solver = 13
RRF The number of predictors at each split = 82, the number of trees = 537, regularization value = 0.668050052, importance coefficien

t = 0.727091545.
XGBoost The max number of boosting iterations = 104, maximum tree depth = 16, step size shrinkage = 0.423371555, minimum loss

reduction = 0.114881872, subsample ratio of columns = 0.318983358, minimum sum of instance weight = 0.864082756.
rbfSVMBoost The kernel width σ = 0.025811397, the penalty parameter C = 21.171073799, ε in the loss function = 0.173772599, the number of

learners = 25, learning rate = 0.613803997.
lpSVMBoost The kernel width σ = 0.091274, the penalty parameter C = 4, ε in the loss function = 0.201532, the number of learners = 40,

learning rate = 1.0.

Figure 1. Workflow of the QSAR modeling for urinary tract toxicity.
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samples through random linear interpolation of ten nearest
neighbors of the observations of the minor class. A main inte-
grative package in R (version 3.2.5 ×64), caret,41 provides generic
and object-oriented interfaces to implement all the following
modeling algorithms with good scalability. The important
hyperparameters of all the models are listed in Table 2.
Relevance Vector Machine (RVM). The RVM algorithm is a

sparse Bayesian implementation of the standard SVM for
regression and probabilistic classification.42−44 In our study, the
RVM based on the Gaussian radial basis (RBF) or Laplacian
kernel is referred to as rbfRVM or lpRVM, respectively.
Support Vector Machine (SVM). SVM is one of the best

supervised learning algorithm within the Vapnik-Chervonenkis
framework45 for QSAR modeling.46,47 It was originally devel-
oped for classification, and then can also be used for regression.
In our study, the SVM based on the RBF or Laplacian kernel
was referred to as rbfSVM or lpSVM, respectively.
Regularized Random Forest (RRF). Random forest is a

widely used ensemble method assembled by multiple decision
trees and outputs the consensus predictions from individual
trees.48,49 RRF introduces a tree regularization framework into

random forest so that every tree in the forest would be guaranteed
to possess a set of informative, but nonredundant features.50

C5.0 Trees (C5.0). C5.0 is a decision tree based algorithm
developed by Ross Quinlan.51−53 In our study, the winnowing
function and the case weight attribute were ignored for speed
raising.

eXtreme Gradient Boosting (XGBoost). Gradient boosting
algorithm is a meta-algorithm to construct an ensemble strong
learner from weak learners such as decision trees,54,55 XGBoost
is an efficient and distributed system to improve the gradient
tree boosting algorithms.56,57 In XGBoost, the cost function is
expanded into two order Taylor’s expansion, while the L1 and
L2 regularizations are introduced. The regularization of the leaf
nodes and column subsampling are used to balance the decline
of the cost function and the model complexity in order to avoid
overfitting. The step shrinkage multiplied to the leaf weights
after each iteration can reduce the effects of trees to expand
learning space. It retrofits gradient tree boosting algorithm
for handling sparse data, raises a weighted quantile sketch for
approximate optimization, and designs a column block struc-
ture for parallelization.56

Figure 2. Diversity distribution of the training set (n = 193) and the external test set (n = 65). (A) Comparison of the toxicity value distribution in
different data sets. (B) Comparison of the toxicity class distribution in different data sets. (C) Relative Euclidean distance of the compounds in the
training set (black diamond) and the test set (red diamond) for regression. (D) Relative Euclidean distance of the compounds in the training set
(black diamond) and the test set (red diamond) for classification.
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AdaBoost.M1. AdaBoost, short for “adaptive boosting”, is an
iterative algorithm that aims at achieving a weighted sum of the
boosted weak classifiers, especially decision trees.58,59 It was
widely used in the QSAR studies.60,61 AdaBoost focuses the
harder-to-classify samples so that it is sensitive to noisy data
and outliers. In the original Freund’s AdaBoost.M1 method, the
negative logit coefficient α is calculated as ln((1-ε)/ε), which
represents the importance of the weak classifiers in the final
model. The AdaBoost.M1 algorithm trends to give higher
weights to the individual trees of lower error rates to improve
the predictive capability of the model.
SVM Boosting (SVMBoost) and RVM Boosting (RVMBoost).

In our study, some of the extracted descriptors may have redun-
dant information or be too sensitive to noise or background.
Boosting could be a good way to solve the problems by aggre-
gating the predictions of multiple weak learners to produce a
powerful assembly,62 and the AdaBoost framework is a popular
solution. Here the AdaBoost.SAMME framework that was
adjusted and expanded to deal with probabilistic multiclass
classification cases by Zhu et al.63 was used to build classifica-
tion models, and the AdaBoost.R framework proposed by
Drucker64 was used to build regression models. In our
study, SVMs and RVMs were used as the weak learners of the
AdaBoost framework, and they were referred to as SVMBoost
and RVMBoost. SVMBoost has illustrated improved perform-
ance over SVM in many fields for classification65−69 and regres-
sion70,71 modeling. However, RVMBoost has only been used
in classification.72,73 Here, SVMBoost based on the RBF or
Laplacian kernel is referred to as rbfSVMBoost or lpSVMBoost,
respectively. But for RVMBoost, only the regression based on
the RBF kernel (rbfRVMBoost) could come to convergence in
our study.
Evaluation and Validation of the QSAR Models.

According to the Organization for Economic Co-operation
and Development (OECD) guideline,74 rigorous internal and
external validations should be used to evaluate the reliability
and predictivity of a QSAR model. The leave-one-out (LOO)
cross-validation was applied as the internal validation, and the
predictions to an independent test set was applied as the
external validation. The goodness of fit of each regression
model was assessed by adjusted R2 (Radj

2 ) and cross-validation
R2 (q2) on the training set. Meanwhile, the adjusted R2 on the
test set (qext

2 ) was used to evaluate the external predictive power
of each model. The acceptability thresholds of q2 for the
training set and qext

2 for the test set were both set to ≥0.5.
A model is overfitted when the difference between Radj

2 and qext
2

is higher than 0.3.75,76

Moreover, other two statistics, mean absolute error (MAE)
and root-mean-square error (RMSE), were used to evaluate the
quality of each regression model.44,77

Each classifier was evaluated by the following statistics based
on the confusion matrix:77−82 sensitivity (SE), specificity (SP),
concordance or global accuracy (GA), balanced accuracy (BA),
precision or positive predictive value (PPV), negative predictive
value (NPV), false positive rate (FPR), false discovery rate (FDR),
false negative rate (FNR), detection rate (DR), F-measure (F),
G-means (G), Cohen’s kappa coefficient (κ) and Matthews cor-
relation coefficient (MCC). More detailed description can be
found in Supporting Information.
Among them, MCC and κ are mainly used to measure the

classification quality for an imbalanced data set. They both
range from −1 to 1, and a perfect classification gives a value of
1 while a random classification gives a value of 0. In addition,

the classification capability was measured by the area under
the receive operating characteristic (ROC) curve (AUC), which
is a graphical plot to illustrate the classification performance by
changing its discrimination threshold.
The chemicals with large prediction errors (MAE > 0.6) and

the misclassified chemicals were examined after modeling.
Analysis of Application Domain (AD). Because the

training set for QSAR modeling probably does not cover the
entire chemical space, the query chemicals may be unsuitable to
be predicted and interpreted using a developed model, and
therefore the AD for a model should be defined.83 As a result,
only a certain fraction of the query chemicals fall within the
AD or coverage of the interpolation space, and only the predic-
tions for such chemicals are reliable. In our study, the standard
deviation distance to model (STD-DM) approach was applied to
estimate the AD of each regression model. More detailed
description of the STD-DM algorithm to define AD can be found
in Supporting Information. The margin range of AD is defined as
three times of the STD-DM value.84 When a chemical is outside
the AD, its STD-DM value is higher than the margin range.
Meanwhile, the Hotelling’s test and the related leverage

statistics were applied to determine the AD.85,86 The leverage
value hi measures the distance between the ith compound and
the centroid of its training set, and it is between 0 and 1.
A threshold value (h*) is generally fixed at 3(p+1)/n, where p is
the number of descriptors, and n is the compound number of
the training set. A leverage value higher than h* suggests this
chemical may be outside the AD.
The Williams plot is a plot of standardized residuals versus

leverage values, and it was used to intuitively confirm a visual
image of the outliers. Among the outliers, the response outliers
(Y outliers) show the standardized residuals higher than 3.0.
The structurally influential outliers (X outliers) show the lever-
age values higher than the threshold value (hi > h*) and rela-
tively low standard deviation. The Cook’s distance calculated
from the Williams plot was applied to estimate the influence of
a single observation to the model. The calculation details are
provided in Supporting Information. The cutoff of the Cook’s
distance is defined as 4/(n-p-1), and the compounds with
Cook’s distance higher than the cutoff value are marked as the
highly influential points of the model. All the AD definition in
our study is based on the regression analysis, so they are only
suitable for the quantitative models. The AD analysis was also
implemented in R software (version 3.2.5 ×64).

Analysis of Structural Alerts by SARpy. The structural
alerts for urinary tract toxicity were extracted and analyzed by
using the SARpy software (version 1.0).87−89 The urinary tract
toxicants were assigned as ACTIVE compounds, and the urinary
tract nontoxicants were assigned as INACTIVE compounds.
Then the analysis was produced using ACTIVE only mode.
The substructures for each chemical were generated by simu-
lating the bond breakage directly from the SMILES representa-
tions of the trained chemicals. The generated fragments were
rearranged as the SMARTS representations. Then evaluation
and exception induction were performed iteratively. The
likelihood ratio of each substructure architecture was computed
and summarized. After that, the rule set was extracted. Finally,
the rule set was used to predict the query data set, and the
confusion matrix of the predictions was computed.

■ RESULTS AND DISCUSSIONS
Property Analysis of Mouse Intraperitoneal Urinary

Tract Toxicity Data. In our study, 258 organic compounds
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with their urinary tract toxicity data were collected from the
ChemIDplus database.31 The concrete toxicological end points
include changes in tubules (including acute renal failure, acute
tubular necrosis), inflammation, necrosis or scarring of bladder,
changes in bladder weight, changes in both tubules and glomer-
uli, changes primarily in glomeruli, hematuria, incontinence,
urine volume decreased, urine volume increased, proteinuria,
other changes in urine composition, and other changes.
After data splitting, for both regression and classification

modeling, the training and test sets include 193 and 65 com-
pounds, respectively (Figure 2A and B). As shown in the
relative Euclidean distance plot of the compounds calculated
from the selected molecular descriptors for both regression and
classification modeling (Figure 2C and D), the compounds in
the test set are basically distributed within the chemical space of
the training set, and therefore it is reasonable to assess the
prediction performance and generalization ability of the QSAR
models using the test set. In addition, as shown in Figure 2B,
the class distributions of the training and test sets are imbal-
anced with less urinary tract nontoxicants. So the SMOTE
method was employed to mitigate the imbalance problem in
the classification modeling. In our study, the 120 molecular
descriptors identified by the chi-squared test were used for
dimension reduction using the RFE-RF method. As shown in
Figure 3, the RMSE of the training set decreases gradually and

reaches stability at 48 descriptors, and therefore these 48 repre-
sentative descriptors were selected for regression modeling. The
definitions of the 48 representative molecular descriptors are
summarized in Table S1. Among them, 20 descriptors are related
to the atomic distributions of partial charges, such as PEOE_RPC
+, FASA-, Q_VSA_PNEG, PEOE_VSA-1, PEOE_VSA_FPOL,
etc. Six descriptors characterize molecular refractivity and polar-
izability, including SMR_VSA7, BCUT_SMR_0, BCUT_SMR_3,
GCUT_SMR_0, GCUT_SMR_1, and GCUT_SMR_2. Eight
descriptors describe hydrophilicity or solubility, including
logP(o/w), SlogP, SlogP_VSA9, GCUT_SLOGP_0, GCUT_-
SLOGP_3, BCUT_SLOGP_0, GCUT_SLOGP_1, and logS.

Besides, 14 descriptors are related to the van der Waals surface
areas for different properties, such as SMR_VSA7, SlogP_VSA9,
FASA-, Q_VSA_PNEG, PEOE_VSA-1, etc. Furthermore, num-
ber of some atoms (a_nN and a_nCl), number and fraction of
rotatable bonds (opr_nrot and b_1rotR), bond potential
energy (E_stb and E_str), solvation energy (E_sol), principal
moment of inertia (pmiZ), atomic connectivity and molecular
shape (petitjeanSC, radius, KierA2, and KierA3) are also rela-
tively important. In summary, partial charges, molecular refrac-
tivity and polarizability, hydrophilicity and molecular shape and
flexibility contribute largely to urinary tract toxicity, implying
that urinary tract toxicity may be caused by the redox reac-
tivity8,90−93 and membrane permeability9,94,95 of chemicals.
It appears that all the 48 representative descriptors show vary-
ing degrees of importance contributing to urinary tract toxicity,
as shown in Figure 4.

Similar to the 48 descriptors selected for regression model-
ing, the same procedure was conducted to determine the 110
descriptor subset for classification as shown in Figure 5. The
importance of the 110 descriptors is shown in Figure S1. The
top three important descriptors are Q_VSA_PNEG, logP(o/w)
and PEOE_VSA_NEG. A large portion of the selected
descriptors is closely related to atomic distribution of partial
charges, molecular refractivity, hydrophilicity, and bond ener-
gies. Of course, some of the selected descriptors contribute to
atomic connectivity and molecular shape. Briefly speak-
ing, atomic partial charges of molecules, molecular refrac-
tivity and polarizability, solubility, and molecular flexibility
also play a vital role in urinary tract toxicity. This also indicates
the important contributions of redox reactivity8,90−93 and
membrane permeability9,94,95 to urinary tract toxicity of chem-
icals.

Comparison of Various Regression Models for Urinary
Tract Toxicity. After dimension reduction, a subset of 48
molecular descriptors was applied to develop the regression
models using six machine learning approaches, i.e., RVM, SVM,
RRF, XGBoost, RVMBoost, and SVMBoost. The statistical
results for the training and test sets given by the optimal
regression models are listed in Table 3.

Figure 3. Dimension reduction result of the regression modeling
based on the RFE-RF method (10-fold cross validation).

Figure 4. Importance of the representative molecular descriptors for
regression selected by RFE-RF based the decrease of node impurity
(mean squared error).
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The performances of the six statistical approaches are quite
diverse. According to the external validations, the rbfSVMBoost
model achieves the best performance (qext

2 = 0.845) among all
the regression models. The ranks of the prediction capability of
these models are rbfSVMBoost > rbfRVMBoost > lpSVMBoost >
XGBoost > rbfSVM > lpSVM > lpRVM > RRF > rbfRVM. The
RMSE and MAE show the similar tends to qext

2 . The prediction
capability of the rbfRVMBoost model (qext

2 = 0.819) is the
second best among the three AdaBoost based ensemble models,
and is much better than that of the model built by rbfRVM
(qext

2 = 0.678). The other two AdaBoost based ensemble models
show less improvement than the rbfRVMBoost model. It seems
that the weaker the individual RBF kernel learner is, the larger
the boosting trick improves them. From the performances
of the SVM and RVM models, we can see that the selection
of the kernel function has apparent influence on the prediction
capability of the developed models. According to the perfor-
mances of the XGBoost and RRF models that are both decision
tree based ensembles, we can find that the boosting trick
may lead to larger improvement than the bagging (bootstrap
aggregation) and random subspace methods. In boosting, the
individual learners are trained sequentially. When observations
are predicted with more deviations in the former learners, they

are more likely to appear in the training set of the subsequent
learners and result in higher weights. Thus, boosting can pre-
sent good generalization to the tested data, and avoid over-
fitting. In summary, considering the overall statistics and predic-
tion accuracy, the rbfSVMBoost approach is the best choice to
develop the regression model for predicting mouse intra-
peritoneal urinary tract toxicity. The scatter plots of the experi-
mental pLD50 versus the predicted values given by the
rbfSVMBoost model for the training and test sets are presented
in Figure 6.
The AD coverages defined by STD-DM approach for all the

regression models are 100%. The full AD coverage for the test
set indicates the property distributions of the test set fall within
the scope of the training set. In our study, the AD was also
determined by the leverage approach, and the Williams plot and
Cook’s distance plot are shown in Figure 7. According to the
Williams plot, three toxic chemicals can be considered as the
response outliers because their leverage values are higher than
the warning limit (h* = 0.762). They are two organic platinum
salts (CAS No. 20647-46-5, 89497-83-6) and an intermediate
chemical (CAS No. 1192-76-3). There are four influential
outliers outside the predicted residual threshold, and they are
two urinary tract toxic chemicals with false residuals and two
urinary tract nontoxic chemicals with positive residuals. The
two toxic chemicals are cylindrospermopsin from cyanobacteria
(CAS No. 143545-90-8) and reumycin from actinomyces (CAS
No. 5016-18-2), and the two nontoxic chemicals are a sodium
salt of saccharic acid (CAS No. 92413-99-5) and a platinum salt
(CAS No. 75880-85-2). Otherwise, according to the Cook’s
distances of the chemicals in the training set, ten highly influ-
ential chemicals may greatly distort the regression. The top
three highly influential chemicals are cylindrospermopsin (CAS
No. 143545-90-8), 1,1′-sulphinylbis(aziridine) (CAS No. 1192-
76-3), and cis-bis(2-norbornaneammine)dichloro-platinum(II)
(CAS No. 75880-85-2).
As far as we know, the regression models for predicting

urinary tract toxicity have never been reported. Therefore, our
study is the first attempt to build the regression models for
urinary tract toxicity, and the optimal model achieves excellent
performance.

Comparison of Various Classification Models for
Urinary Tract Toxicity. Besides the regression models, seven
machine learning approaches were employed to develop the
classification models based on the 110 finally selected descrip-
tors, i.e. RVM, SVM, RRF, C5.0, XGBoost, AdaBoost.M1, and
SVMBoost. The prediction statistics for the training and test
sets given by the optimal classification models are summarized
in Table 4.

Figure 5. Dimension reduction result of the classification modeling
based on the RFE-RF method (10-fold cross validation).

Table 3. Statistical Results of the Regression Models for the Training and Test Sets

R2
adj
a qLOO

2 b qext
2 * RMSEtrain RMSEtest MAEtrain MAEtest

rbfRVM 0.775 0.767 0.678 0.412 0.559 0.318 0.446
lpRVM 0.928 0.926 0.749 0.236 0.507 0.185 0.411
rbfSVM 0.976 0.975 0.798 0.148 0.437 0.139 0.347
lpSVM 0.988 0.986 0.790 0.098 0.478 0.035 0.386
RRF 0.957 0.943 0.740 0.256 0.557 0.192 0.427
XGBoost 0.969 0.948 0.811 0.173 0.448 0.141 0.364
rbfSVMBoost 0.911 0.904 0.845 0.270 0.396 0.196 0.319
lpSVMBoost 0.937 0.907 0.812 0.220 0.412 0.089 0.335
rbfRVMBoost 0.822 0.819 0.819 0.276 0.370 0.404 0.245

aqLOO
2 refers to the cross-validation R2 on the training set. bqext

2 refers to the adjusted R2 on the test set.
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According to the statistical results, the rbfSVMBoost approach
performs best, and the RRF approach performs worst. Based on
the MCC values in combination with other evaluation measures,
the predictive performances of all the classification models
are ranked from the best to the worst as rbfSVMBoost >
lpSVMBoost ≈ rbfSVM > lpSVM > AdaBoost.M1 > rbfRVM >
XGBoost > C5.0 > RRF. All the models were LOO cross-
validated. Among all the classification models, the rbfSVMBoost
model gives the best prediction for the test set (MCC = 0.787).
This model also achieves the second highest sensitivity of
89.58%, the highest specificity of 94.12%, and the highest global
accuracy of 90.77% for the test set. It gives high AUC measures
for both the training (1.000) and test sets (0.893). The F1
measures, G-means, and Cohen’s κ of the model show the same
trends as well. The prediction capabilities of the lpSVMBoost
and rbfSVM models are similar, and they have opposite perfor-
mance on the urinary tract toxicants and nontoxicants for the
test set. The lpSVMBoost model shows more accurate predic-
tions for the urinary tract toxicants, and the rbfSVM model
shows more accurate predictions for the urinary tract non-
toxicants. Besides, the rbfSVMBoost and lpSVMBoost approaches
both show obvious improvement than their individual learners,

suggesting that the boosting strategy brings large improve-
ment to SVM. In addition, the boosting approach exhibits the
best prediction performance among the decision tree based
approaches. Therefore, boosting is a viable approach to reduce
the prediction errors and improve weak learners. In conclusion,
the rbfSVMBoost model yields lower false detection rate and
false omission rate than the other models, and therefore it is the
best choice.
Among all the classification models, SVM, AdaBoost.M1 and

SVMBoost approaches show relatively strong prediction capa-
bilities, but RVM, XGBoost, C5.0 and RRF give bad perfor-
mance. This indicates that SVM and AdaBoost based approaches
are suitable for classifying complicated toxicological toxicants,
although the kernel function of SVM should be chosen care-
fully. Boosting or other better ensemble methods show much
improved performance over individual learners significantly in
many cases.67−69,96

In summary, the rbfSVMBoost approach is recommended to
develop the classification models for the prediction of mouse
intraperitoneal urinary tract toxicity. The ROC curves of sensi-
tivities versus false positive rates given by the rbfSVMBoost
model (Table 4) for the training and test sets are shown

Figure 6. Scatter plots of the experimental pLD50 values versus the predicted values for the chemicals in the (A) training and (B) test sets given by
the rbfSVMBoost model in Table 3.

Figure 7. Application domain defined in our study. (A) Williams plot and (B) Cook’s distance plot (B) were given by the leverage approach.
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Figure 8. ROC curves for the (C) training and (D) test sets given by the rbfSVMBoot model in Table 4.

Table 5. Experimental and Predicted LD50 Values for the Eight Chemicals with Large Prediction Errors in the Training Set
Predicted by the rbfSVMBoost Regression Model (MAE > 0.6)
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in Figure 8, respectively. The plots show considerably large areas
under the curves, suggesting that the optimal rbfSVMBoost
model is an ideal classifier.
Analysis of Chemicals with Large Prediction Errors. As

stated in the regression analysis, the rbfSVMBoost model gen-
erates the best prediction performance for the test set. But
some chemicals in the test set still cannot be well predicted.
Although the Williams plot and Cook’s distance plot were
employed to detect the outliers and highly influential points,
the MAE statistics was also used to analyze the outlying degree
of these outliers. When MAE > 0.6 was defined as the thresh-
old, the MAEs of the chemicals with large prediction errors
predicted by the rbfSVMBoost model in Table 3 range from
0.604 to 0.875 for the test set, and those range from 0.653 to
1.834 for the training set. In total, eight chemicals in the train-
ing set (Table 5) and ten chemicals in the test set (Table 6)
cannot be well predicted by the rbfSVMBoost model in
Table 3. Among the chemicals with large prediction errors in
the training and test sets (Tables 5 and 6), many of them form
salts, and have a lot of heterocyclic amines, amino bonds and
carboxyl groups. These charged chemicals are easy to be metab-
olized and excreted in vivo, and their toxicity may occur in these
processes and be influenced by the atomic charges distributed

on the molecular surface. In addition, it seems that some
molecules with symmetrical organic components cannot be well
predicted. For example, No. 3 and No. 6 chemicals in Table 5,
as well as No. 1, No. 4, No. 5, No. 8, and No. 10 chemicals in
Table 6, contain symmetrical organic components. Moreover,
we discovered that the top six chemicals in Table 5 are all the
influential chemicals determined by the Cook’s distance. So the
Cook’s distance could be used to check how accurately the
query chemicals are predicted by the rbfSVMBoost regression
model.
Among the 14 chemicals in the test set with large prediction

errors predicted by the XGBoost model (Table S2), four
chemicals have the hemicholinium-3 derived scaffold 2,2′-
([1,1′-biphenyl]-4,4′-diyl)bis(1-(1λ4-pyridin-1-yl)ethan-1-one).
So the chemicals with this scaffold may be hard to be predicted
accurately. Moreover, we found that more chemicals with large
prediction errors predicted by the XGBoost regression model
tend to have the same scaffold than those predicted by the
rbfSVMBoost regression model, which may be caused by allo-
cating similar observations to the same learner nodes in every
iteration. Thus, SVMs used as the weak learners in boost-
ing could give better generalization to molecular scaffolds than
decision trees.

Table 6. Experimental and Predicted LD50 Values for the Ten Chemicals with Large Prediction Errors in the Test Set Predicted
by the rbfSVMBoost Regression Model (MAE > 0.6)
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Analysis of Misclassified Chemicals by rbfSVMBoost.
The chemicals misclassified (false positives and false negatives)
by the best rbfSVMBoost classifier were analyzed and sum-
marized in Table 7. There is only one false positive in the test
set, and the others are all false negatives. This is because that

the lack of enough urinary tract nontoxicants in the training
set results in the bias. Two chemicals (CAS No. 143545-90-8
and 13724-66-8) can be found in both Tables 6 and 7. The mis-
classification of CAS No. 143545-90-8 may be caused by the
triazaacenaphthylene group, and that of CAS No. 13724−66−8

Table 7. Misclassified Chemicals in the Training and Test Sets Predicted by the rbfSVMBoost Classification Model
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may be caused its special spatial configuration that cannot be
well characterized by regular molecular descriptors. Besides, all
the chemicals except the first chemical in Table 7 have more
than two rotatable bonds, which may lead to inaccurate descrip-
tions of molecular surface.
Analysis of Structural Alerts of Urinary Tract Toxicity.

At last, we used the SARpy software (version 1.0) to analyze
the structural alerts for urinary tract toxicity. The confusion
matrix is summarized in Table S3, and the corresponding struc-
tural alerts with their occurrence in the total data are summarized

in Table 8. We can see that there are many groups contain-
ing nitrogen atoms and benzene rings. There is a false struc-
tural alert in these substructures, i.e. N-(2-fluorophenyl)for-
mamidine (No. 21 fragment), which exists in one toxicants and
two nontoxicants. In these structural alerts, some fragments
have been proved to be nephrotoxic. For example, No.1 frag-
ment N,N-dimethylethylamine is an aliphatic triamine that may
induce kidney edema and other adverse events.97−99 In addi-
tion, many fragments shown in Table 8 contain amine. No. 2
fragment cumene is a potential carcinogen.90,100 No.3 fragment

Table 8. Structural Alerts for Urinary Tract Toxicity Analyzed by SARpy
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4,4′-diethylbiphenyl is part of hemicholinium-like neuromus-
cular blocker that may cause renal vasoconstriction and urinary
volume increase.101,102 No. 6 fragment thioether shows nephro-
toxicity according to the previous studies.25,103,104 No. 12 frag-
ment o-cresol is a well-known uremic toxicant.105 With these
structural alerts, we can quickly identify potential chemicals that
may cause urinary tract toxicity.

■ CONCLUSIONS
In our study, nine regression models and nine classification
models were developed based on an extensive data set of mouse
intraperitoneal urinary tract toxicity. The RFE-RF method was
applied to determine an optimal subset of 48 molecular descrip-
tors for regression and an optimal subset of 110 molecular
descriptors for classification, respectively. Then, six machine
learning approaches were employed to build the regression
models for urinary tract toxicity. Considering the overall pre-
diction accuracy for the test set, the rbfSVMBoost approach
achieves the best prediction, and reaches Radj

2 of 0.911 for the
training set and qext

2 of 0.845 for the test set. Furthermore, seven
machine learning approaches were employed to develop the
classification models for urinary tract toxicity. Taking account
of MCC statistics in combination with other confusion matrix
metrics, the rbfSVMBoost model achieves better prediction
than the others. The optimal rbfSVMBoost model gives MCC
of 0.787, AUC of 0.893, sensitivity of 89.58%, specificity of
94.12%, and global accuracy of 90.77% for the test set. We also
analyzed the chemicals with large prediction errors in the
regression analysis and the misclassified chemicals. At last, we
used the SARpy software to extract the structural alerts for
urinary tract toxicity. According to the results of this study, the
two successful models, the rbfSVMBoost regression model and
the rbfSVMBoost classification model, can be used as reliable
prediction tools for the assessment of chemical-induced urinary
tract toxicity.
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