A support vector machines approach for virtual screening of active compounds of single and multiple mechanisms from large libraries at an improved hit-rate and enrichment factor


Abstract

Support vector machines (SVM) and other machine-learning (ML) methods have been explored as ligand-based virtual screening (VS) tools for facilitating lead discovery. While exhibiting good hit selection performance, in screening large compound libraries, these methods tend to produce lower hit-rate than those of the best performing VS tools, partly because their training-sets contain limited spectrum of inactive compounds. We tested whether the performance of SVM can be improved by using training-sets of diverse inactive compounds. In retrospective database screening of active compounds of single mechanism (HIV protease inhibitors, DHFR inhibitors, dopamine antagonists) and multiple mechanisms (CNS active agents) from large libraries of 2.986 million compounds, the yields, hit-rates, and enrichment factors of our SVM models are 52.4–78.0%, 4.7–73.8%, and 214–10,543, respectively, compared to those of 62–95%, 0.65–35%, and 20–1200 by structure-based VS and 55–81%, 0.2–0.7%, and 110–795 by other ligand-based VS tools in screening libraries of \( \times 10^6 \) compounds. The hit-rates are comparable and the enrichment factors are substantially better than the best results of other VS tools. 24.3–87.6% of the predicted hits are outside the known hit families. SVM appears to be potentially useful for facilitating lead discovery in VS of large compound libraries.
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1. Introduction

Virtual screening (VS) has been extensively explored for facilitating lead discovery [1–4] and for identifying agents of desirable pharmacokinetic and toxicological properties [5,6]. Machine learning (ML) methods have recently been used for developing ligand-based VS (LBVS) tools [[7–14]] to complement or to be combined with structure-based VS (SBVS) [[15–26]] and other LBVS [[27–30]] tools aimed at improving the coverage, performance, and speed of VS tools. ML methods have been used as part of the efforts to overcome several problems that have impeded progress in more extensive applications of SBVS and LBVS tools [[1,31]]. These problems include the vastness and sparse nature of chemical space needs to be searched, limited availability of target structures (only 15% of known proteins have known 3D structures), complexity and flexibility of target structures, and difficulties in computing binding affinity and solvation effects. LBVS may in some cases limit the diversity of hits due to the bias of training molecules [15]. Therefore, alternative approaches that enhance screening speed and compound diversity without relying on target structural information are highly desired. ML methods have been explored for developing...
<table>
<thead>
<tr>
<th>Type of VS method and size of compound libraries screened</th>
<th>VS method [references]</th>
<th>Compounds screened</th>
<th>Virtual hits selected by VS method</th>
<th>Known hits selected by VS method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>No of compounds</td>
<td>Percent of known hits</td>
<td>No of compounds selected as virtual hits</td>
</tr>
<tr>
<td>Structure-based VS, extremely large libraries (≥1 M)</td>
<td>Docking + pre-screening filter [2,18,19]</td>
<td>1 M–2 M</td>
<td>~0.03%</td>
<td>1 K–60 K</td>
</tr>
<tr>
<td></td>
<td>Docking + pre-screening filter [11,20–26]</td>
<td>134 K–400 K</td>
<td>0.12–0.76%</td>
<td>375–4.5 K</td>
</tr>
<tr>
<td>Ligand-based VS (machine learning), extremely large libraries (≥1 M)</td>
<td>Machine learning–SVM [2,8,11,13]</td>
<td>2.5 M</td>
<td>0.0009–0.0018%</td>
<td>2.5 K–11 K</td>
</tr>
<tr>
<td></td>
<td>Machine learning–LMNB [1,11,13]</td>
<td>172 K</td>
<td>118</td>
<td>1.7 K</td>
</tr>
<tr>
<td>Ligand-based VS (clustering), large libraries</td>
<td>Hierarchical k-means [5,28]</td>
<td>344.5 K</td>
<td>91–1556</td>
<td>0.026–0.45%</td>
</tr>
<tr>
<td></td>
<td>NIPALSTREE [5,28]</td>
<td>344.5 K</td>
<td>91–1556</td>
<td>0.026–0.45%</td>
</tr>
<tr>
<td></td>
<td>Hierarchical k-means + NIPALSTREE disjunction [5,28]</td>
<td>344.5 K</td>
<td>91–1556</td>
<td>0.026–0.45%</td>
</tr>
<tr>
<td></td>
<td>Hierarchical k-means + NIPALSTREE conjunction [5,28]</td>
<td>344.5 K</td>
<td>91–1556</td>
<td>0.026–0.45%</td>
</tr>
<tr>
<td>Ligand-based VS (structural signatures), extremely large libraries (≥1 M)</td>
<td>Pharmacophore [3,29,80,81]</td>
<td>1.77 M–3.8 M</td>
<td>55–144</td>
<td>0.0014–0.0081%</td>
</tr>
<tr>
<td>Ligand-based VS (structural signatures), large libraries</td>
<td>Pharmacophore [1,30]</td>
<td>380 K</td>
<td>30</td>
<td>0.0079%</td>
</tr>
</tbody>
</table>
such alternative VS tools [7–9] because of their high-CPU speed (100 K data points per hour on 3 GHz PC) [11] and capability for covering highly diverse spectrum of compounds [32].

The reported performance of various LBVS and SBVS tools in screening compound libraries of >90,000 compounds is summarised in Table 1. Caution needs to be raised about straightforward comparison of these reported results, which might be misleading because the outcome of VS strongly depends on the datasets used. The dataset-dependence of VS performance can be illustrated by a test shown in a subsequent section of this paper. Therefore, the listed results should be viewed as providing very crude pictures about the reported VS performances. While exhibiting equally good hit selection performance, in screening extremely large libraries (≥1 million) and large (100,000–900,000) libraries, the currently developed ML tools tend to show lower hit-rate (ratio of known hits and the predicted hits) and, in some cases, lower enrichment factor (magnitude of hit-rate improvement over random selection) than the best performing SBVS tools. For instance, in screening extremely large libraries, the reported yield (percentage of known hits predicted), hit-rate and enrichment factor of ML tools are in the range of 55–81%, 0.2–0.7% and 110–795, respectively [8, 11, 13], compared to those of 62–95%, 0.65–35% and 20–1200 by SBVS tools [18, 19]. While in screening libraries of ~98,000 compounds the reported hit-rates of some ML tools are comparable to those of SBVS tools, their enrichment factors are substantially smaller. A lower hit-rate gives rise to a higher number of false-hits and a lower enrichment factor suggests that there might be bigger room for further optimizing a VS tool. Hence, there is a need for further improving the hit-rate and enrichment factor of ML tools. It is not uncommon for the pharmaceutical industry to screen >1 million compounds per high-throughput screening campaign [33]. Therefore, improvement of hit-rate and enrichment factor is highly desirable for developing practically useful ML tools for LBVS.

Two approaches have been explored for minimizing false hits. One is the selection of top-ranked hits, which has been extensively used in LBVS [8, 9, 13, 14, 34, 35] and SBVS [18, 20–22, 36, 37]. The other is the elimination of potentially unpromising hits in pre-screening stage by using such filters as Lipinski’s rule of five [38, 19], and recognition of pharmacophore [21] and specific chemical groups or interaction patterns [18, 20, 24, 39]. In addition to the application of these approaches, the performance of ML tools in screening large libraries may be further improved by using training sets of more diverse spectrum of compounds to develop more optimally performing ML models. These models have been generated by using two-tier supervised classification ML methods [7–9, 11–14, 40], which require training sets of diverse spectrum of active and inactive compounds. The training inactive compounds in these models have been collected from up to a few hundred known inactive compounds or/and putative inactive compounds from up to a few dozen biological target classes in MDDR database [7–9, 11–14, 40], which may not always be sufficient to fully represent inactive compounds in the vast chemical space, thereby making it difficult to optimally minimize false hit prediction rate of ML models.

In this work, we examined to what extent hit-rate and enrichment factor of ML tools can be improved by using training-sets of more diverse spectrum of inactive compounds. A widely used and better performing ML method, support vector machines (SVM) [8–12, 14], was used to develop SVM models for identifying active compounds of single mechanism (HIV-1 protease inhibitors, dihydrofolate reductase (DHFR) inhibitors, dopamine receptor antagonists) and multiple mechanisms (central nervous system (CNS) active agents). HIV-1 protease inhibitors form an important class of anti-HIV agents some of which have been successfully used clinically [41]. DHFR inhibitors are useful for the treatment of microbial infections [42], cancer [43], and parasitic diseases [44]. Dopamine antagonists have been used as antipsychotic agents [45] and for the treatment of cervical dystonia [46], vertigo [47], and gastrointestinal motility disorders [48]. CNS active agents are composed of a diverse spectrum of CNS acting compounds that produce anxiolytic, antipsychotic, antidepressant, analgesic, anticonvulsant, antimigraine, antimicrobial, antiparkinsonian, nootropic, neurologic, epileptic, neuroleptic, neurotropic, neuronal injury inhibiting, narcotics antagonizing, and CNS stimulating effects [49]. Because of their diverse therapeutic applications and structural frameworks, these compounds are highly useful for testing the performance of SVM and other ML tools in LBVS of large compound libraries.

Our SVM models were trained by using known active compounds and putative inactive compounds extracted from compound families that contain no known active compound. Compound families can be generated by clustering distinct compounds of chemical databases into groups of similar structural and physicochemical properties [28]. The developed SVM models were tested in screening libraries of 2.986 million compounds from the PUBCHEM database that are not in the training sets of these SVM models. The yields, hit-rates and enrichment factors derived from these tests were compared with those of SBVS and other LBVS tools applied in the screening of extremely large libraries to determine to which extent the overall performance of SVM models can be enhanced and whether it is comparable to that of the best performing VS tools reported in the literatures. To further evaluate whether our SVM models predict active and inactive compounds rather than membership of certain compound families, distribution of the predicted active and inactive compounds in the compound families were analyzed.

2. Methods

2.1. Collection of active compounds

Table 2 gives the statistics of collected active compounds for the four active compound classes and their structural diversity index (DI) (defined in subsequent section). The structures of a few selected compounds for each class are shown in Fig. 1. For comparison of structural diversity of the compounds in these and those of the other structurally diverse classes, the statistics
A total of 5161 HIV-1 protease inhibitors, with log(IC50) values in the range of $-7.85$ to $-3.30$, were selected from the HIV/OI Enzyme Inhibition Database of the National Institute of Allergy and Infectious Diseases of NIH. 76.6% of which are peptide-based inhibitors (66% and 5% are peptidomimetics and symmetry-based inhibitors, respectively) and 23.4% are non-peptide-based inhibitors. The quality of these inhibitors were further validated against literature reports we found from the literature database PUBMED to ensure that they have been described as HIV-1 protease inhibitors with IC50 values in the range of binding potencies considered to be important in various cases.

DHFR inhibitors were collected from a publication [50]. We were able to use our software [51] to generate molecular descriptors of 755 of the 756 collected inhibitors. We collected 1184 distinct dopamine antagonists from three separate sources, which include 1163 from MDDR database, 126 from PUBCHEM database, and 41 from a publication [52]. CNS active agents were retrieved from those compounds in MDDR database annotated as anxiolytic, antipsychotic, antidepressant, analgesic (non-opioid and opioid), anticonvulsant, anti-migraine, antiischemic (cerebral), antiparkinsonian, stimulant in central, antagonist to narcotics, centrally acting agent, nootropic agent, neurologic agent, epileptic, and neuronal injury inhibitor/neuroleptic/neurotropic. We were able to use our software [51] to derive molecular descriptors for 16,182 of the collected 16,390 non-redundant CNS active compounds.

Table 2

<table>
<thead>
<tr>
<th>Chemical class</th>
<th>No. of active compounds</th>
<th>DI Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood–brain barrier penetrating agents [87]</td>
<td>276</td>
<td>0.430</td>
</tr>
<tr>
<td>FDA approved drugs</td>
<td>1,121</td>
<td>0.495</td>
</tr>
<tr>
<td>NCI diversity set</td>
<td>1,804</td>
<td>0.544</td>
</tr>
<tr>
<td>P-Glycoprotein substrates [69]</td>
<td>116</td>
<td>0.555</td>
</tr>
<tr>
<td>CYP D6 inhibitors</td>
<td>180</td>
<td>0.575</td>
</tr>
<tr>
<td>CNS active agents (this work)</td>
<td>16,182</td>
<td>0.578</td>
</tr>
<tr>
<td>CYP 2D6 substrates</td>
<td>198</td>
<td>0.588</td>
</tr>
<tr>
<td>Human intestine absorbing agents [55]</td>
<td>131</td>
<td>0.596</td>
</tr>
<tr>
<td>Estrogen receptor agonists [10]</td>
<td>243</td>
<td>0.618</td>
</tr>
<tr>
<td>HIV protease inhibitors (this work)</td>
<td>5,161</td>
<td>0.626</td>
</tr>
<tr>
<td>DHFR inhibitors (this work)</td>
<td>755</td>
<td>0.719</td>
</tr>
<tr>
<td>Dopamine antagonists (this work)</td>
<td>1,184</td>
<td>0.741</td>
</tr>
</tbody>
</table>

For comparison, relevant data of several other compound classes of highly diverse structures are also included. These compound classes are arranged in descending order of structural diversity.

![Fig. 1. Structure of the selected HIV protease inhibitors, DHFR inhibitors, dopamine antagonists, and CNS active agents. The PUBCHEM accession number of these compounds is given: (a) HIV-1 protease inhibitors; (b) DHFR inhibitors; (c) Dopamine antagonists; (d) CNS active agents.](image-url)
2.2. Generation of putative inactive compounds

Apart from the use of known inactive compounds and active compounds of other biological target classes as putative inactive compounds [7–9,11–14,40], a new approach extensively used for generating inactive proteins in ML classification of various classes of proteins [53–55] may be applied for generating putative inactive compounds. An advantage of this approach is its independence on the knowledge of known inactive compounds and active compounds of other biological target classes, which enables more expanded coverage of the “inactive” chemical space in cases of limited knowledge of inactive compounds and compounds of other biological classes. A drawback of this approach is the possible inclusion of some undiscovered active compounds in the “inactive” class, which may affect the capability of ML methods for identifying novel active compounds. As will be demonstrated, such an adverse effect is expected to be relatively small for many biological target classes.

In applying this approach to proteins, all known proteins are clustered into ~8900 protein families based on the clustering of their amino acid sequences [56], and a set of putative inactive proteins can be tentatively extracted from a few representative proteins in those families without a single known active protein. Undiscovered active proteins of a specific functional class typically cover no more than a few hundred families, which give a maximum possible “wrong” family representation rate of <10% even when all of the undiscovered active proteins are misplaced into the inactive class [57]. Importantly, inclusion of the representative of a “wrong” family into the inactive class does not preclude other active family members from being classified as active. Statistically, a substantial percentage of active members can be classified by ML methods as active even if its family representative is in the inactive class [57]. Therefore, in principle, a reasonably good ML model can be derived from these putative inactive samples, which has been confirmed by a number of studies [53–55,57].

In a similar manner, known compounds can be grouped into compound families by clustering them in the chemical space defined by their molecular descriptors [28,58]. As ML methods predict compound activities based on their molecular descriptors, in developing ML tools, it makes sense to cluster as well as to represent compounds in terms of molecular descriptors. By using a k-means method [28,58] and molecular descriptors computed from our own software [51], we generated 7990 cluster families from the available compounds in PUBCHEM database, which is consistent with the 12,800 compound-occupying neurons (regions of topologically close structures) for 26.4 million compounds of up to 11 atoms [59], and the 2851 clusters for 171,045 natural products [60]. Analogue groups such as steroids and catecholamines are distributed in a few families. Active compounds in extensively studied target classes such as those of HIV-1 protease inhibitors, DHFR inhibitors, and dopamine antagonists are distributed in 770, 135, and 799 families, respectively. Because of the extensive effort in searching the known compound libraries for identifying active compounds in these target classes, the number of undiscovered “active” families in PUBCHEM database is expected to be relatively small, most likely no more than several hundred families. The ratio of the undiscovered “active” families (hundreds on less) and the families that contain no known active compound (6000–7000 based on current version of PUBCHEM) for these and possibly many other target classes is expected to be <15%. Therefore, putative inactive compounds can be generated by extracting a few representative compounds of those families that contain no known active compound, with a maximum possible “wrong” family representation rate of <15% even when all of the undiscovered active compounds are misplaced into the inactive class.

CNS active agents are distributed in numerous biological target classes such as agonists, antagonists, regulators of G-protein coupled receptors and nuclear receptors, blockers and regulators of ion channels, substrates, inhibitors, activators, and regulators of transporters, and inhibitors and regulators of enzymes involved in the synthesis and metabolism of signalling molecules in the CNS system [49]. Therefore, agents in this multi-target class are expected to cover a significantly larger portion of the chemical space than those of a single target class, leading to a possibly higher “wrong” family representation rate because of the likelihood of higher number of undiscovered active families in the limited chemical space covered by the currently available compounds in existing databases. As a result, the quality of the putative non-CNS active compounds generated by the new approach may be affected to some extent. The new approach is expected to become more and more useful for multi-target classes when the coverage of chemical space can be significantly expanded as a result of increasing volume of the chemical databases.

There are 7220, 7855, 7191, 3440 families that contain no known HIV-1 protease inhibitor, DHFR inhibitor, dopamine antagonist, and CNS active agent, respectively. Thus datasets of 41,254 putative non-HIV-1 protease inhibitors, 44,856 putative non-DHFR inhibitors, 42,804 putative non-dopamine antagonists, and 20,465 putative non-CAN active compounds were generated by random selection of 5–6 representative compounds from each of these families, respectively.

2.3. Molecular descriptors

Molecular descriptors are quantitative representations of structural and physicochemical features of molecules, which have been extensively used in deriving structure-activity relationships [61,62], quantitative structure activity relationships [63,64] and ML prediction models for pharmaceutical agents [64–72]. A total of 199 descriptors derived by using our software [51] were used in this work. These descriptors were selected from more than 1000 descriptors described in the literature by eliminating those descriptors that are obviously redundant or unrelated to the prediction of pharmaceutical agents [69,73]. The resulting 199 descriptors include 18 descriptors in the class of simple molecular properties, 28 descriptors in the class of molecular connectivity and shape, 97 descriptors in the class of
electro-topological state, 31 descriptors in the class of quantum chemical properties, and 25 descriptors in the class of geometrical properties. They were computed from the 3D structure of each compound by using our own designed molecular descriptor-computing program.

2.4. Determination of structural diversity

Structural diversity of the collected active compounds can be measured by using the diversity index (DI) value, which is the average value of the similarity between pairs of compounds in a dataset [74]:

$$\text{DI} = \frac{\sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \text{sim}(i, j)}{N(N-1)}$$

where sim(i, j) is a measure of the similarity between compound i and j, and N is the number of compounds in the dataset. The structural diversity of a dataset increases with decreasing DI value. In this work, sim(i, j) is computed by using the Tanimoto coefficient [75].

$$\text{sim}(i, j) = \frac{\sum_{d=1}^{l} x_{di}x_{dj}}{\sum_{d=1}^{l} (x_{di})^2 + \sum_{d=1}^{l} (x_{dj})^2 - \sum_{d=1}^{l} x_{di}x_{dj}}$$

where l is the number of descriptors computed for the molecules in the dataset.

2.5. Support vector machines method

SVM is a supervised ML method based on the structural risk minimization principle for minimizing both training and generalization error [76]. As illustrated in Fig. 2, when used for classification, SVM separates positive (active compounds) and negative (inactive compounds) training samples in a multi-dimensional space by constructing a hyper-plane optimally positioned between the positive and negative samples. A testing sample is then projected onto this multi-dimensional space to determine its class affiliation based on its relative position to the hyper-plane (active if on the active side, inactive if on the inactive side of the hyper-plane).

There are linear and nonlinear SVMs. Linear SVM is applicable for samples separable by linear mapping of their feature vectors. Nonlinear SVM is used for samples unseparable by linear mapping of their feature vectors, which is more useful for classifying compounds of diverse structures [8,9,11,13,40,71,77,78]. In nonlinear SVM, each feature vector $$\mathbf{x}$$ is projected into a higher dimensional feature space by using a kernel function such as Gaussian function

$$K(\mathbf{x}_i, \mathbf{x}_j) = e^{-\frac{|\mathbf{x}_i - \mathbf{x}_j|^2}{2\sigma^2}},$$

where a hyper-plane is constructed by finding a vector w and a parameter b that minimizes $$||w||^2$$ which satisfies the conditions: $$\mathbf{w} \cdot \mathbf{x} + b \geq 1$$, for $$y_i = +1$$ (active) and $$\mathbf{w} \cdot \mathbf{x} + b \leq -1$$, for $$y_i = -1$$ (inactive). Based on the derived w and b, a new compound x can be classified as active or inactive when sign$$[(\mathbf{w} \cdot \mathbf{x}) + b]$$ is positive or negative.

2.6. Development of support vector machines virtual screening tools

SVM models for identifying HIV protease inhibitors, DHFR inhibitors, dopamine antagonists, and CNS active agents were developed by a procedure widely used for developing SVM protein classification models of optimal performance [53–55]. In the first step, active and inactive compounds were each divided into separate training, testing and independent evaluation sets. Specifically, active and inactive compounds were each clustered into groups based on their distance in the molecular descriptor space by using a hierarchical clustering method [79]. An upper-limit of the largest separation of 20 was used for each cluster. One representative compound was randomly selected from each group to form a training set that is sufficiently diverse and broadly distributed in the descriptor space. One or up to 50% of the remaining compounds in each group were randomly selected to form the testing set. The selected compounds from each group were further checked to ensure that they are distinguished from those of other groups. The remaining compounds were used as the independent evaluation set, which are also of reasonable level of diversity. Moreover, an analysis of the compounds in each cluster shows that the majority of the compounds in a cluster are substantially different. Thus, the testing and independent evaluation sets are expected to have certain level of usefulness for performing their task of fine-tuning the parameter of a SVM model and for evaluating its prediction performance. In the second step, SVM models were trained by using the training set and their parameters were optimized by using the testing set. The SVM model with the best overall performance on both the testing and independent evaluation sets was selected as a VS tool.

2.7. Virtual screening performance measurement

The frequently used measures of VS performance yield hit-rate and enrichment factor [1,2,7–9,15,27]. In terms of true positives TP (true active), true negatives TN (true inactive), false positives FP (false active), and false negatives FN (false inactive). These are given by TP/(TP + FN), TP/(TP + FP) and TP/(TP + FP + TN + FN)/(TP + FP) (TP + FN), respectively.

3. Assessment of virtual screening performance

The developed SVM models for identifying HIV protease inhibitors, DHFR inhibitors, dopamine antagonists, and CNS active agents in screening 2.986 million distinct compounds from the PUBCHEM database that is not in the training sets of our developed SVM models. The performance of these SVM models is given in Table 2, which can be compared with the reported performance of other SBVS and LBVS tools listed in Table 1. There are 2351, 225, 37, and 664 known HIV protease inhibitors, DHFR inhibitors, dopamine antagonists, and CNS active agents in the PUBCHEM database not in the training sets of our SVM models. Our SVM models were able to identify 78.0%, 52.4%, 62.2%, and 66.6% of these known hits, which are comparable to the range of 62–95% by the SBVS tools.
and 55–81% by other LBVS \[8,11,13\] tools in screening libraries of \( \geq 1 \) million compounds, and they are also comparable to the percentages in screening libraries of 98,400–344,500 compounds by other SBVS \[15–17,20–26\] and LBVS tools \[9,11–14,28,30\]. These results suggest that our developed SVM models are equally effective in selecting potential hits in VS of large libraries.

In addition to the exhibition of equally effective hit selection performance, our SVM models appear to show relatively lower “false” hit identification rate. Without the use of top-ranked cut-off or additional filter, our SVM models identified a total of 8157, 160, 299, and 9502 virtual hits for the four compound classes, respectively, which are comparable to and in some cases smaller than those identified by SBVS \[15–26\] and other LBVS \[8,9,11–13,28,73,77,78\] tools even though a substantially larger number of compounds (2.983 M vs. 98.4 K to 2.5 M) were screened. As a result, smaller percentages of screened compounds were selected as virtual hits, which are in the range of 0.0054–0.32% as compared to those of 0.08–3% by SBVS tools \[15–26\], 0.1–5% by other reported ML models \[9,11–14\], 0.16–82% by clustering methods \[28\], and 1.15–26% by pharmacophore models \[29,30,80,81\]. By using Lipinski’s rule of five \[38\] as a filter, the numbers of identified virtual hits are further reduced to 333, 115, 209, and 8035 for
the four compound classes, respectively, suggesting that introduction of such filters or combination with other VS methods may enable further reduction of the number of falsely predicted hits.

The hit-rates of our SVM models are 22.5%, 73.8%, 7.7%, and 4.7% for the four classes of compounds, respectively, which are comparable to those of 0.65–35% by SBVS tools [18,19] and substantially improved against those of 0.2–0.7% by other reported SVM models [8,11,13] in screening extremely large libraries. These hit-rates are also greater than the majority of the hit-rates in screening large libraries of 98,400–344,500 compounds by SBVS [15–17,20–26] and other LBVS tools [9,11–14,28–30,80,81]. The enrichment factors of our SVM models are 296, 10,543, 6417, and 214 for the four classes of compounds, respectively, which are substantially improved against those of 20–1200 by SBVS tools [18,19] and 110–795 by other reported SVM models [8,11,13] in screening extremely large libraries. Therefore, our method is useful in improving the hit-rate and enrichment factor of SVM while maintaining the equally high hit identification rate as other SBVS and LBVS tools.

To further evaluate whether our SVM models predict active compounds rather than membership of certain compound families, Compound family distribution of the predicted active and inactive compounds for the four compound classes were analyzed. As shown in Table 3, 24.3%, 71.3%, 87.6%, 85.7% of the predicted HIV protease inhibitors, DHFR inhibitors, dopamine antagonists, and CNS active agents belong to the families that contain no known active compound. For those families that contain at least one known active compound, >70% of the compounds (>90% in majority cases) in each of these families were predicted as inactive compounds by our SVM models. For those families that contain at least one known active compound, >70% of the compounds (>90% in majority cases) in each of these families were predicted as inactive compounds by our SVM models. These results suggest that our SVM models predict active compounds rather than membership to certain compound families. Some of the predicted active compounds not in the family of known active compounds may serve as potential “novel” active compounds. Therefore, as in the case shown by an earlier study [82], SVM methods have certain capacity for predicting novel active compounds.

4. Comparative analysis of virtual screening performance of our method

The performance of our method can be more appropriately evaluated by using it to develop VS tools and test them based on the same dataset construction and testing procedures as those used in other VS methods. In this work, we specifically developed additional VS prediction models by using the same dataset construction method and same data source of a standard similarity-based method, the data fusion method [13], the performance of both methods were then compared by using the same data source. The data fusion method is based on Tamimoto-based similarity searching using multiple reference compounds, which have shown good performances for a number of active compound groups by using only a small number of training active compounds [13], and thus is a good.

<table>
<thead>
<tr>
<th>Screening task</th>
<th>No of families</th>
<th>No of selected virtual hits</th>
<th>Percent of selected virtual hits not in the families covered by known hits</th>
<th>Percent of screened compounds selected as virtual hits</th>
<th>Percent of selected virtual hits passed rule-of-five and not in the families covered by known hits</th>
<th>Percent of selected virtual hits passed rule-of-five and not in the families covered by known hits</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV protease inhibitors</td>
<td>2,986 M</td>
<td>2351</td>
<td>0.076%</td>
<td>406</td>
<td>24.3%</td>
<td>0.007%</td>
</tr>
<tr>
<td>DHFR inhibitors</td>
<td>2,986 M</td>
<td>225</td>
<td>0.007%</td>
<td>60</td>
<td>100%</td>
<td>0.007%</td>
</tr>
<tr>
<td>Dopamine antagonists</td>
<td>2,986 M</td>
<td>37</td>
<td>0.001%</td>
<td>29</td>
<td>100%</td>
<td>0.001%</td>
</tr>
<tr>
<td>CNS active agents</td>
<td>2,986 M</td>
<td>664</td>
<td>0.022%</td>
<td>519</td>
<td>85.7%</td>
<td>0.022%</td>
</tr>
</tbody>
</table>
reference method for evaluating the performance of our method.

We developed three separate HIV protease inhibitor VS tools by using our method and datasets of similar sizes and from the same sources as that used by the reported studies of the data fusion method [13,83]. Our training and testing datasets were generated from 1054 HIV protease inhibitors extracted from the MDDR database. Based on the training set generation procedure of the data fusion method [83], three sets of 60, 80 and 100 inhibitors were selected from this full set of 1054 inhibitors as the active compound training sets, from which the inactive compound training sets were generated by using our method. Using the same testing method of the data fusion method, the performance of the three developed SVM VS tools were evaluated by using the remaining 994, 974 and 954 HIV protease inhibitors, respectively, which showed that 59.5%, 62.2% and 67.3% of these remaining inhibitors were correctly identified. The performance of these SVM VS tools is similar to and in some cases slightly improved against that of 55.2–58.0% of the data fusion method that used a similar number of training HIV protease inhibitors [13]. This suggests that, by using the equally small active compounds as training data, our SVM model is capable of performing at the same level and in some cases slightly improved level than that of the data fusion method.

5. Discussions

The performance of SVM and other ML methods critically depends on the diversity of compounds in a training dataset and the appropriate description of the compounds. The datasets used in developing ML models described in Table 1 and in this work are not expected to be fully representative of all of the active and inactive compounds. Known inactive compounds, particularly those structurally similar to an active compound, may serve to further refine ML models at higher “structural resolutions” than those achievable by using only the putative inactive compounds generated from this work. Mining of known active compounds and inactive compounds from the literature [84] and other sources [85,86] is a key to developing more optimally performing ML models for VS.

Examination of incorrectly predicted compounds by ML models consistently suggests that the currently used molecular descriptors are insufficient to adequately represent some of the compounds that contain complex structural or chemical configurations [69,71,87]. Examples of these agents are those with large rigid structure combined with a short flexible hydrophilic tail, compounds that contain multi-rings with various heteroatoms such as nitrogen, oxygen, sulphur, fluorine and chlorine. Due to the limited coverage of the number of bond links in a heteroatom loop, the currently available topological descriptors are not yet capable of describing the special features of a complex multi-ring structure that contains multiple heteroatoms. It appears that none of the currently available descriptors are capable of fully representing molecules containing a long flexible chain. Therefore, it might be helpful to explore different combination of descriptors and to select more optimal set of descriptors by using more refined feature selection algorithms and parameters [69,73]. However, indiscriminate use of many existing topological descriptors, some of which are overlapping and redundant to each other, may introduce noise as well as extending the coverage of some the aspects of these special features. Thus, it may be necessary to introduce new descriptors for more appropriately representing these and other special features.

6. Concluding remarks

By using training sets of more diverse spectrum of inactive compounds, the hit-rates and enrichment factors of SVM models can be substantially improved to the level comparable to and in some cases higher than those of the best performing SBVS and LBVS tools reported in the literatures. Because of their high computing speed and capability for covering highly diverse spectrum compounds, SVM and other ML methods can be potentially explored to develop useful VS tools to complement other VS methods or to be used as part of integrated VS tools in facilitating lead discovery [19,23,81].
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